
Our work offers a generic scheme for feature-space modifications that induces misclassification, 
is feasible in terms of feature-space constraints, and requires minimal adversarial effort.
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Motivation Background and Prior Work

Our Approach

ML on tabular data is ubiquitous in 
many critical applications.

Caveat: ML algorithms are susceptible to evasion attacks.
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Can we generically evaluate robustness against realizable 
evasion attacks in the tabular domain? 
Naïve attempt, apply the same attack:
Main challenge – problem-feature space gap (heterogenous 
mapping that is neither differentiable nor invertible) [1]

→ violated realizability and non-suitable cost.

Existing attacks (mainly) lack in realizability or genericness:

1. Problem-Space Attacks
Manipulate problem-space instances 
directly via allowed transformations.
E.g., Lucas et al. 2021, 
Eykholt et al. 2023

2. Feature-Space Attacks
Manipulate feature-space instances 
+ accounting for realizability 
and imperceptibility.
E.g., Simonetto et al. 2022, Mathov et al. 2022, 
Sheatsley et al. 2021, Kireev et al. 2023 

For realizability, we consider data-integrity constraints types:

CaFA is a three-stage generic system for cost-aware, feasible 
robustness evaluation of white-box neural tabular classifiers.

Evaluated on adult, bank, phishing datasets and MLPs and TabNets.

CaFA has lowest combined-cost 
and highest feasible success

These attacks are 
thoroughly explored in 
vision, and can even 
be realized (as physical 
artifacts) generically.
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Denial Constraints are 
high-quality constraints

CaFA can be realized

Results

[1] Pierazzi et al. 2020
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